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• Particles	carry	attributes	individually
– Mass,	rest density

– Concentration,	temperature,	viscosity,	...
• Two fluids a	and b,	with

• Buoyancy emerges from individual	rest densities
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Figure 19: Simulation of 4.7M turbulent fluid particles with three
obstacles and increasing transfer coefficient nt . Top-down: nt =
0.2m2 s�1, nt = 0.3m2 s�1, nt = 0.4m2 s�1.

Figure 20: 1M fluid particles interact with a fast rotating propeller
resulting in highly turbulent flow.

three obstacles were placed in the channel to provoke turbulences
while the transfer coefficient was continuously increased. In the
top image we can see that that the flow is only moderately turbu-
lent for a transfer coefficient nt = 0.2m2 s�1. For larger values the
vorticity significantly increases (middle) and even tends to get un-
realistic for values greater than 0.4m2 s�1 (bottom). Furthermore,
they showcase the visual realism that can be achieved in turbulent
scenarios (see Fig. 20).

Discussion

Two methods to improve the behavior of the simulation in the pres-
ence of turbulences have been explained. In this paragraph, we
would like to discuss the similarities and differences between vor-
ticity confinement and the micropolar model.

Both methods build on the concept of obtaining/maintaining a
vorticity field (angular velocity field) w following Eq. (130). How-

ever, the main idea of vorticity confinement is to merely identify
and amplify existing vortices. Moreover, the vorticity will always
be derived from the linear field. In contrast, the micropolar ap-
proach builds on the concept of angular momentum conservation
and on modeling a constitutive model for turbulences. In this more
sophisticated setting, the velocity field and the vorticity are dis-
cretized independently and strongly coupled via the transfer terms
in Eqs. (136) and (137). In this way there is a complex interaction
between both physical quantities that not only conserves existing
vortices better but also facilitates the formation of new vortices.
This effect can be exemplified using the lid-driven cavity exper-
iment carried out by Bender et al. [BKKW18] (see Fig. 21). In
this experiment the "lid" (top-side) of a two-dimensional domain
filled with water is accelerated with constant velocity. Given suit-
able model parameters, the velocity field is expected to stabilize in
a big central vortex and three minor vortices rotating in the opposite
direction. This result shows that vorticity confinement successfully
amplifies the vortical motion but is not able to form the additional
corner vortices. In contrast, the micropolar approach yields the ex-
pected result.

9. Multiphase Fluids

The simulation of multiple immiscible and miscible fluids greatly
enhance visual effects in graphics. In contrast to Eulerian ap-
proaches, the particle representation of SPH offers the advantage
that fluid interfaces are sharply defined. In this section, we first
present how the standard SPH equations can be adapted to model
density discontinuity across fluid interfaces, and introduce the re-
sulting adapted force equations. We then discuss models for cap-
turing complex mixing phenomena.

9.1. Fluid Interfaces

A simple approach to simulate multiple fluids with SPH is to as-
sign different labels to particles of different phases, and assign-
ing them with corresponding physical attributes such as masses
and rest densities [MSKG05]. Typically, each particle’s rest vol-
ume remains constant to ensure a uniform particle sampling, thus
ma
r0

a
= mb

r0
b

for two fluid types a and b. The momentum equation can
be solved with the single flow SPH formulation presented in the
previous sections, while simply using the physical attributes stored
on the particles. However, for high density ratios between phases,
this can lead to instability problems that are not time step related.
The desired density discontinuity across the interface is smoothed
due to the nature of SPH of summing up contributions from particle
neighbors. As a consequence, pressure and force fields are affected,
which manifests as spurious interface tension [Hoo98, AMS⇤07]
between the phases. Larger density ratios between the fluids (>10x)
intensify the problems and severely degrade simulation stability re-
gardless of the time step size.

To capture the density discontinuity across the interface with
SPH, the number density di = Â j Wi j was introduced and the
standard SPH equations were adapted accordingly [TM05, HA06,
SP08]. The density of a particle i is then computed as

r̃i = midi. (138)

c� 2019 The Author(s)
Eurographics Proceedings c� 2019 The Eurographics Association.
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High	Density	Ratios
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• Standard	SPH (SESPH)
– Cannot	handle	discontinuities	at	interfaces
– Results	in	spurious	and	unphysical	interface	tension
– Large	density	differences	lead	to	instability	problems

• Adapted	SPH
– Capture	density discontinuities across interfaces
– Stable	simulations	despite	high	density	ratios
– We	need	full	control	over	behavior

8

Interface	Discontinuities
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• Problems	near	interfaces	where	rest	densities	and	
masses	vary

• Falsified	smoothed	quantities

9

Interface	Discontinuities
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Due to the discretization the resulting approximation is only 1st-
order accurate if

Â
j

m j

r j
Wi j = 1 and Â

j

m j

r j
(x j �xi)Wi j = 0 . (10)

Even presuming that a normalized symmetric kernel is used, the
conditions are highly dependent on the sampling pattern leading to
the fact that not even a 0th-order consistent discretization can be
guaranteed. In practice, however, the approximation is sufficiently
accurate to approximate physical field functions to obtain realistic
simulations. If desired, 0th-order consistency can be easily restored
by normalizing the SPH approximation with Â j

m j
r j

Wi j or even 1st-
order consistency can be restored by the cost of a small matrix in-
version (see [Pri12]).

To give the reader a notion of the quality of the discrete approx-
imation of functions, we have discretized a linear and a quadratic
polynomial as well as a trigonometric function using a fairly coarse
SPH discretization equipped with the cubic spline kernel. The sam-
pling pattern is illustrated in Fig. 3 while the the function and ap-
proximation graphs are depicted in Fig. 4. In this example we have

s

Figure 3: Point sampling of rectangular domain. Test functions are
discretized using SPH. Function values are sampled along the red
path parametrized by s.

used the cubic spline kernel with a smoothing length of h = 0.3m
and particle masses mi = 18kg. In order to find a suitable smooth-
ing length given a dense (but not overlapping) sampling, we heuris-
tically set the smoothing length to four times the particle radius,
i.e., h = 2h̃. We, also recommend this heuristic to estimate a good
smoothing length in practice. In three-dimensional discretizations
this leads to a number of approx. 30�40 particles in a fully popu-
lated neighborhood.

Although no consistency can be strongly guaranteed in the ab-
sence of certain particle configurations that strongly fulfill the con-
ditions in Eq. (10), the graphs demonstrate that even a coarse sam-
pling results in a discretization with good accuracy away from the
boundary of the particle set. The phenomenon of decreasing ap-
proximation quality in the close proximity of the domain bound-
ary can be simply explained by the lack of sampling points outside
the domain and is usually referred to as boundary deficiency. In
the course of this tutorial practical solutions to this particular prob-
lem will be discussed. We would also like to assure the reader that
even without further considerations to recover the consistency or-
der, SPH based approaches are able to produce robust and highly-

Figure 4: Comparison between analytic test functions and accord-
ing SPH discretization using the sampling pattern illustrated in
Fig. 3.

realistic results as demonstrated in countless publications that have
been published within recent decades.

2.4. Mass Density Estimation

As previously mentioned, it is not required that the particles "carry"
the mass density field as it can be reconstructed. Evaluating the
density field at position xi using the SPH discretization in Eq. (8)
results in

ri = Â
j

m jWi j (11)

and is therefore solely dependent on the sample position and the
mass field. Alternatively, the density can be tracked by discretizing
the mass density field using the SPH sampling and by numerical
integration of the continuity equation which describes the density
evolution, i.e., ṙ = �r(r ·v). However, as also discussed by Ran-
dles and Libersky [RL96], this approach is less robust and leads
to accumulating errors in the density field due to the errors of the
underlying numerical integration of the continuity equation.

Note that the density can be reconstructed at any position by
Eq. (11) but the reconstructed density is typically underestimated
at the free surface due to particle deficiency (cf., Fig. 5). This must
be considered when implementing a pressure solver as discussed
in-depth in Section 4.

c� 2019 The Author(s)
Eurographics Proceedings c� 2019 The Eurographics Association.

Color-coded density
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• Problems	near	interfaces	where	rest	densities	and	
masses	vary

• Falsified	smoothed	quantities
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of particles in a cell. To summarize, the memory consumption now
scales linear with the number of particles and not with the volume
of the simulation domain.

As it lies in the nature of spatial hash tables to scatter data ac-
cording to spatially close cells, the indirection to the secondary data
structure allows us to optimize for spatial locality in memory. To
realize this, Ihmsen et al. suggest to sort the non-empty cells ac-
cording to a space-filling Z-curve. The cache hit-rate can further be
optimized by analogously sorting the per-particle data in the same
way. However, performing the actual sort (O(n logn)) causes com-
putational overhead and since the particles are constantly moving
throughout space during the simulation, it is advised to update the
Z-sort in fixed intervals, e.g., after every 1000th time step. This is
justified as the order is expected to be roughly maintained over a
small number of time steps due to temporal coherence.

Finally, several operations such as the hash table construction,
updates and neighborhood queries can be (partially) parallelized to
further optimize performance. For further details on the approach,
we would like to refer the reader to the according original pa-
per [IABT11].

4. Pressure Solvers

Incompressibility is an essential aspect in realistic fluid simula-
tions. The fluid volume should not noticeably oscillate or generally
grow or shrink over time. Fluid solvers preserve the fluid volume by
computing a pressure acceleration �

1
rrp where the pressure p is

proportional to the volume deviation. Then, the term �
1
rrp accel-

erates particles from high pressure, i.e., regions with large volume
deviations, to low pressure, i.e., regions with small volume devi-
ations. If there would be no volume deviation everywhere in the
fluid, the pressure would be zero and the pressure gradient and the
pressure acceleration would also be zero.

Solver implementations typically distinguish pressure acceler-
ation ap = �

1
rrp and all other non-pressure accelerations anonp

which improves the intuition of the incompressibility concept.
First, a predicted velocity is computed with, e.g., v⇤ = v(t) +
Dtanonp(t). Then, pressure is computed from the volume deviation
after advecting the fluid with v⇤. Finally, the respective pressure
acceleration would be applied as, e.g., v(t +Dt) = v⇤ + Dtap(t) to
minimize the volume deviation. This final velocity update is often
referred to as pressure projection which is related to the fact that
the velocity change Dtap(t) should be minimal. I.e., the pressure
acceleration should change the velocity field as little as possible.

Conceptually, pressure is proportional to the volume deviation.
However, there exist various alternatives to actually compute the
pressure. First, the volume deviation can be explicitly computed
from the density or the velocity divergence can be used to compute
a differential update of the volume deviation. Second, pressure can
be computed locally with a state equation or it can be computed
globally by solving a Pressure Poisson Equation (PPE). The first
aspect determines whether the fluid volume oscillates or continu-
ously changes, while the second aspect influences the solver per-
formance.

4.1. Explicit Volume Deviation

The volume deviation is typically deduced from the density devi-
ation. Although SPH solvers can easily handle both formulations,
it is probably due to historical reasons that the density formula-
tion is preferred over the volume formulation. The SPH density at
a particle i is computed with ri = Â j m jWi j and the deviation to
the rest density r0 is considered for the pressure computation. Note
that the density deviation is often clamped, e.g., max(ri � r0,0)

or max
⇣

ri
r0 �1,0

⌘
, as a simple solution to the particle deficiency

problem at the free surface (see Fig. 5).

4.2. Differential Volume Deviation

The continuity equation relates the time derivative of the density
to the velocity divergence: Dr

Dt = �rr · v. This fact can be used
to predict a particle density from its previous density and, e.g., the
predicted velocity: r⇤

i = ri(t)�Dtri(t)r · v⇤i . Here, r⇤
i is a pre-

diction of the particle density after advecting the particles with v⇤i
for time Dt. If it is assumed that the current density equals the rest
density, the predicted density is computed as r⇤

i = r0
�Dtr0

r ·v⇤i
which means that r⇤

i �r0 =�Dtr0
r ·v⇤i can be used as a measure

for the density deviation. It can be seen that minimizing the den-
sity deviation is related to minimizing the velocity divergence. The
term �Dtr0

r · v⇤i is a density change at a particle if the particles
are advected with v⇤i for time Dt.

4.3. Discussion – Explicit vs. Differential Volume Deviation

Both forms imply challenges. If pressure accelerations are derived
from the explicit form of the volume deviation, the fluid volume
oscillates due to an over-correction of the pressure acceleration.
These oscillations have to minimized. At least, they should not be
perceivable. Using the differential form to compute the volume de-
viation results in a drift of the fluid volume, typically a volume
loss. The differential form assumes that the current density is cor-
rect. It minimizes density changes between simulation steps, but
potentially existing density deviations are not detected or corrected.
Here, the challenge is to minimize the volume drift. Although vol-
ume drift often occurs in Eulerian pressure solvers and volume os-
cillations often occur in Lagrangian solvers, both issues are not re-
lated to the Eulerian or Lagrangian perspective. If an SPH solver
was using the differential form to compute the density deviation, it
would suffer from volume drift. If a Eulerian solver, e.g., FLIP, was
using the explicit form for the density computation, it would suffer
from oscillations.

4.4. State Equation SPH (SESPH)

State equations are used to compute pressure from density devi-
ations. The density deviation can be computed explicitly or from
a differential form. The deviation can be represented as a quo-
tient or a difference of actual and rest density. One or more stiff-
ness constants are involved. Some examples are: pi = k

⇣
ri
r0 �1

⌘
,

pi = k(ri�r0) or pi = k1

✓⇣
ri
r0

⌘k2
�1

◆
. As ri < r0 is not consid-

ered to solve the particle deficiency problem at the free surface, the

c� 2019 The Author(s)
Eurographics Proceedings c� 2019 The Eurographics Association.
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• Use number density
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Figure 19: Simulation of 4.7M turbulent fluid particles with three
obstacles and increasing transfer coefficient nt . Top-down: nt =
0.2m2 s�1, nt = 0.3m2 s�1, nt = 0.4m2 s�1.

Figure 20: 1M fluid particles interact with a fast rotating propeller
resulting in highly turbulent flow.

three obstacles were placed in the channel to provoke turbulences
while the transfer coefficient was continuously increased. In the
top image we can see that that the flow is only moderately turbu-
lent for a transfer coefficient nt = 0.2m2 s�1. For larger values the
vorticity significantly increases (middle) and even tends to get un-
realistic for values greater than 0.4m2 s�1 (bottom). Furthermore,
they showcase the visual realism that can be achieved in turbulent
scenarios (see Fig. 20).

Discussion

Two methods to improve the behavior of the simulation in the pres-
ence of turbulences have been explained. In this paragraph, we
would like to discuss the similarities and differences between vor-
ticity confinement and the micropolar model.

Both methods build on the concept of obtaining/maintaining a
vorticity field (angular velocity field) w following Eq. (130). How-

ever, the main idea of vorticity confinement is to merely identify
and amplify existing vortices. Moreover, the vorticity will always
be derived from the linear field. In contrast, the micropolar ap-
proach builds on the concept of angular momentum conservation
and on modeling a constitutive model for turbulences. In this more
sophisticated setting, the velocity field and the vorticity are dis-
cretized independently and strongly coupled via the transfer terms
in Eqs. (136) and (137). In this way there is a complex interaction
between both physical quantities that not only conserves existing
vortices better but also facilitates the formation of new vortices.
This effect can be exemplified using the lid-driven cavity exper-
iment carried out by Bender et al. [BKKW18] (see Fig. 21). In
this experiment the "lid" (top-side) of a two-dimensional domain
filled with water is accelerated with constant velocity. Given suit-
able model parameters, the velocity field is expected to stabilize in
a big central vortex and three minor vortices rotating in the opposite
direction. This result shows that vorticity confinement successfully
amplifies the vortical motion but is not able to form the additional
corner vortices. In contrast, the micropolar approach yields the ex-
pected result.

9. Multiphase Fluids

The simulation of multiple immiscible and miscible fluids greatly
enhance visual effects in graphics. In contrast to Eulerian ap-
proaches, the particle representation of SPH offers the advantage
that fluid interfaces are sharply defined. In this section, we first
present how the standard SPH equations can be adapted to model
density discontinuity across fluid interfaces, and introduce the re-
sulting adapted force equations. We then discuss models for cap-
turing complex mixing phenomena.

9.1. Fluid Interfaces

A simple approach to simulate multiple fluids with SPH is to as-
sign different labels to particles of different phases, and assign-
ing them with corresponding physical attributes such as masses
and rest densities [MSKG05]. Typically, each particle’s rest vol-
ume remains constant to ensure a uniform particle sampling, thus
ma
r0

a
= mb

r0
b

for two fluid types a and b. The momentum equation can
be solved with the single flow SPH formulation presented in the
previous sections, while simply using the physical attributes stored
on the particles. However, for high density ratios between phases,
this can lead to instability problems that are not time step related.
The desired density discontinuity across the interface is smoothed
due to the nature of SPH of summing up contributions from particle
neighbors. As a consequence, pressure and force fields are affected,
which manifests as spurious interface tension [Hoo98, AMS⇤07]
between the phases. Larger density ratios between the fluids (>10x)
intensify the problems and severely degrade simulation stability re-
gardless of the time step size.

To capture the density discontinuity across the interface with
SPH, the number density di = Â j Wi j was introduced and the
standard SPH equations were adapted accordingly [TM05, HA06,
SP08]. The density of a particle i is then computed as

r̃i = midi. (138)

c� 2019 The Author(s)
Eurographics Proceedings c� 2019 The Eurographics Association.
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Figure 19: Simulation of 4.7M turbulent fluid particles with three
obstacles and increasing transfer coefficient nt . Top-down: nt =
0.2m2 s�1, nt = 0.3m2 s�1, nt = 0.4m2 s�1.

Figure 20: 1M fluid particles interact with a fast rotating propeller
resulting in highly turbulent flow.

three obstacles were placed in the channel to provoke turbulences
while the transfer coefficient was continuously increased. In the
top image we can see that that the flow is only moderately turbu-
lent for a transfer coefficient nt = 0.2m2 s�1. For larger values the
vorticity significantly increases (middle) and even tends to get un-
realistic for values greater than 0.4m2 s�1 (bottom). Furthermore,
they showcase the visual realism that can be achieved in turbulent
scenarios (see Fig. 20).

Discussion

Two methods to improve the behavior of the simulation in the pres-
ence of turbulences have been explained. In this paragraph, we
would like to discuss the similarities and differences between vor-
ticity confinement and the micropolar model.

Both methods build on the concept of obtaining/maintaining a
vorticity field (angular velocity field) w following Eq. (130). How-

ever, the main idea of vorticity confinement is to merely identify
and amplify existing vortices. Moreover, the vorticity will always
be derived from the linear field. In contrast, the micropolar ap-
proach builds on the concept of angular momentum conservation
and on modeling a constitutive model for turbulences. In this more
sophisticated setting, the velocity field and the vorticity are dis-
cretized independently and strongly coupled via the transfer terms
in Eqs. (136) and (137). In this way there is a complex interaction
between both physical quantities that not only conserves existing
vortices better but also facilitates the formation of new vortices.
This effect can be exemplified using the lid-driven cavity exper-
iment carried out by Bender et al. [BKKW18] (see Fig. 21). In
this experiment the "lid" (top-side) of a two-dimensional domain
filled with water is accelerated with constant velocity. Given suit-
able model parameters, the velocity field is expected to stabilize in
a big central vortex and three minor vortices rotating in the opposite
direction. This result shows that vorticity confinement successfully
amplifies the vortical motion but is not able to form the additional
corner vortices. In contrast, the micropolar approach yields the ex-
pected result.

9. Multiphase Fluids

The simulation of multiple immiscible and miscible fluids greatly
enhance visual effects in graphics. In contrast to Eulerian ap-
proaches, the particle representation of SPH offers the advantage
that fluid interfaces are sharply defined. In this section, we first
present how the standard SPH equations can be adapted to model
density discontinuity across fluid interfaces, and introduce the re-
sulting adapted force equations. We then discuss models for cap-
turing complex mixing phenomena.

9.1. Fluid Interfaces

A simple approach to simulate multiple fluids with SPH is to as-
sign different labels to particles of different phases, and assign-
ing them with corresponding physical attributes such as masses
and rest densities [MSKG05]. Typically, each particle’s rest vol-
ume remains constant to ensure a uniform particle sampling, thus
ma
r0

a
= mb

r0
b

for two fluid types a and b. The momentum equation can
be solved with the single flow SPH formulation presented in the
previous sections, while simply using the physical attributes stored
on the particles. However, for high density ratios between phases,
this can lead to instability problems that are not time step related.
The desired density discontinuity across the interface is smoothed
due to the nature of SPH of summing up contributions from particle
neighbors. As a consequence, pressure and force fields are affected,
which manifests as spurious interface tension [Hoo98, AMS⇤07]
between the phases. Larger density ratios between the fluids (>10x)
intensify the problems and severely degrade simulation stability re-
gardless of the time step size.

To capture the density discontinuity across the interface with
SPH, the number density di = Â j Wi j was introduced and the
standard SPH equations were adapted accordingly [TM05, HA06,
SP08]. The density of a particle i is then computed as

r̃i = midi. (138)

c� 2019 The Author(s)
Eurographics Proceedings c� 2019 The Eurographics Association.
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Figure 21: Velocity fields of the lid-driven cavity benchmark. Standard SPH (left) and vorticity confinement (middle) are only able to
produce one large central vortex. In contrast, the micropolar approach yields (right) the expected result, i.e., one central vortex and three
smaller vortices in the corners which are rotating in the opposite direction.

Like this, the density of particle i is not influenced by the mass of
its neighbors j, while still receiving the geometric contribution Wi j
from j. The state equation of Sections 4.4 can then be changed such
that the pressure is computed with the adapted density as

p̃i = k1

 ✓
r̃i
r0

◆k2

�1

!
. (139)

Solenthaler et al. [SP08] derived adapted forces by substituting
r̃i and p̃i into the Navier-Stokes equations and applying the SPH
formalism. The resulting pressure force term is then given as
Fp = �

r p̃
d . By employing the quotient rule we then get r p̃

d =

r( p̃
d )+ p̃

d2 rd. After applying the SPH rule and replacing V by 1
r̃ ,

the pressure force equation can be written as

Fp
i = �Â

j

 
p̃ j

d j
2 +

p̃i

di
2

!
rWi j. (140)

Similar derivations can be found in [TM05, HA06]. The viscosity
force (and other force terms) can be derived analogously and is
given as

Fv
i =

1
di

Â
j

µi +µ j

2
1
d j

(v j �vi)r
2Wi j. (141)

Note that the above equations are identical to the standard SPH
equations when applied to a single phase flow. For multiple flu-
ids, however, the adapted method eliminates any spurious tension
effects and notably increases stability. The method has been ex-
tended with an incompressibility condition and solid-fluid cou-
pling [AIA⇤12, GPB⇤19], an example is shown in Fig. 22. More-
over, the resolution at the interface has been increased using the
two-scale (or multi-scale) particle simulation method in [SG11,
HS13].

The above described problems can be circumvented by replac-
ing the summation density by the continuity equation that evolves
the density over time (Section 2.4) and hence does not suffer from
smoothing artifacts across fluid interfaces. However, this typically

Figure 22: Three solid buoys interacting with two IISPH fluids with
different densitites [GPB⇤19].

requires higher-order time stepping schemes and careful consider-
ations of time step sizes to avoid accumulation of integration errors
over time and thus drift from true mass conservation [SP08,SB12].
The density summation equation was also used in combination with
the Shepard kernel to accurately preserve the discontinuity at the
interface [GAC⇤09]. The method considers the volume distribution
and the rate of change of the volume estimated by the continuity
equation.

9.2. Complex Mixing Phenomena

Fluid mixing can be simulated by solving the diffusion equation
∂C
∂t = ar2C, which evolves the concentration C over time. With

SPH, this equation can be written as [MSKG05]

∂Ci
∂t

= aÂ
j

m j
Cj �Ci

r j
r

2Wi j, (142)

where a defines the diffusion strength. Another SPH formulation
for computing the diffusion has been presented in [LLP11].

More complex mixing effects can be simulated by taking the

c� 2019 The Author(s)
Eurographics Proceedings c� 2019 The Eurographics Association.
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• Substitute	adapted	density	and	pressure	into	the	NS	pressure	term	

• Apply	SPH	derivation	to	get	adapted	pressure	force
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Figure 21: Velocity fields of the lid-driven cavity benchmark. Standard SPH (left) and vorticity confinement (middle) are only able to
produce one large central vortex. In contrast, the micropolar approach yields (right) the expected result, i.e., one central vortex and three
smaller vortices in the corners which are rotating in the opposite direction.

Like this, the density of particle i is not influenced by the mass of
its neighbors j, while still receiving the geometric contribution Wi j
from j. The state equation of Sections 4.4 can then be changed such
that the pressure is computed with the adapted density as

p̃i = k1

 ✓
r̃i
r0

◆k2

�1

!
. (139)

Solenthaler et al. [SP08] derived adapted forces by substituting
r̃i and p̃i into the Navier-Stokes equations and applying the SPH
formalism. The resulting pressure force term is then given as
Fp = �

r p̃
d . By employing the quotient rule we then get r p̃

d =

r( p̃
d )+ p̃

d2 rd. After applying the SPH rule and replacing V by 1
r̃ ,

the pressure force equation can be written as

Fp
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Similar derivations can be found in [TM05, HA06]. The viscosity
force (and other force terms) can be derived analogously and is
given as
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Note that the above equations are identical to the standard SPH
equations when applied to a single phase flow. For multiple flu-
ids, however, the adapted method eliminates any spurious tension
effects and notably increases stability. The method has been ex-
tended with an incompressibility condition and solid-fluid cou-
pling [AIA⇤12, GPB⇤19], an example is shown in Fig. 22. More-
over, the resolution at the interface has been increased using the
two-scale (or multi-scale) particle simulation method in [SG11,
HS13].

The above described problems can be circumvented by replac-
ing the summation density by the continuity equation that evolves
the density over time (Section 2.4) and hence does not suffer from
smoothing artifacts across fluid interfaces. However, this typically

Figure 22: Three solid buoys interacting with two IISPH fluids with
different densitites [GPB⇤19].

requires higher-order time stepping schemes and careful consider-
ations of time step sizes to avoid accumulation of integration errors
over time and thus drift from true mass conservation [SP08,SB12].
The density summation equation was also used in combination with
the Shepard kernel to accurately preserve the discontinuity at the
interface [GAC⇤09]. The method considers the volume distribution
and the rate of change of the volume estimated by the continuity
equation.

9.2. Complex Mixing Phenomena

Fluid mixing can be simulated by solving the diffusion equation
∂C
∂t = ar2C, which evolves the concentration C over time. With

SPH, this equation can be written as [MSKG05]

∂Ci
∂t

= aÂ
j

m j
Cj �Ci

r j
r

2Wi j, (142)

where a defines the diffusion strength. Another SPH formulation
for computing the diffusion has been presented in [LLP11].

More complex mixing effects can be simulated by taking the
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Figure 21: Velocity fields of the lid-driven cavity benchmark. Standard SPH (left) and vorticity confinement (middle) are only able to
produce one large central vortex. In contrast, the micropolar approach yields (right) the expected result, i.e., one central vortex and three
smaller vortices in the corners which are rotating in the opposite direction.

Like this, the density of particle i is not influenced by the mass of
its neighbors j, while still receiving the geometric contribution Wi j
from j. The state equation of Sections 4.4 can then be changed such
that the pressure is computed with the adapted density as

p̃i = k1
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Solenthaler et al. [SP08] derived adapted forces by substituting
r̃i and p̃i into the Navier-Stokes equations and applying the SPH
formalism. The resulting pressure force term is then given as
Fp = �

r p̃
d . By employing the quotient rule we then get r p̃

d =
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d2 rd. After applying the SPH rule and replacing V by 1
r̃ ,

the pressure force equation can be written as
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Similar derivations can be found in [TM05, HA06]. The viscosity
force (and other force terms) can be derived analogously and is
given as

Fv
i =

1
di

Â
j

µi +µ j

2
1
d j

(v j �vi)r
2Wi j. (141)

Note that the above equations are identical to the standard SPH
equations when applied to a single phase flow. For multiple flu-
ids, however, the adapted method eliminates any spurious tension
effects and notably increases stability. The method has been ex-
tended with an incompressibility condition and solid-fluid cou-
pling [AIA⇤12, GPB⇤19], an example is shown in Fig. 22. More-
over, the resolution at the interface has been increased using the
two-scale (or multi-scale) particle simulation method in [SG11,
HS13].

The above described problems can be circumvented by replac-
ing the summation density by the continuity equation that evolves
the density over time (Section 2.4) and hence does not suffer from
smoothing artifacts across fluid interfaces. However, this typically

Figure 22: Three solid buoys interacting with two IISPH fluids with
different densitites [GPB⇤19].

requires higher-order time stepping schemes and careful consider-
ations of time step sizes to avoid accumulation of integration errors
over time and thus drift from true mass conservation [SP08,SB12].
The density summation equation was also used in combination with
the Shepard kernel to accurately preserve the discontinuity at the
interface [GAC⇤09]. The method considers the volume distribution
and the rate of change of the volume estimated by the continuity
equation.

9.2. Complex Mixing Phenomena

Fluid mixing can be simulated by solving the diffusion equation
∂C
∂t = ar2C, which evolves the concentration C over time. With

SPH, this equation can be written as [MSKG05]

∂Ci
∂t

= aÂ
j

m j
Cj �Ci

r j
r

2Wi j, (142)

where a defines the diffusion strength. Another SPH formulation
for computing the diffusion has been presented in [LLP11].

More complex mixing effects can be simulated by taking the
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Figure 21: Velocity fields of the lid-driven cavity benchmark. Standard SPH (left) and vorticity confinement (middle) are only able to
produce one large central vortex. In contrast, the micropolar approach yields (right) the expected result, i.e., one central vortex and three
smaller vortices in the corners which are rotating in the opposite direction.

Like this, the density of particle i is not influenced by the mass of
its neighbors j, while still receiving the geometric contribution Wi j
from j. The state equation of Sections 4.4 can then be changed such
that the pressure is computed with the adapted density as

p̃i = k1
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. (139)

Solenthaler et al. [SP08] derived adapted forces by substituting
r̃i and p̃i into the Navier-Stokes equations and applying the SPH
formalism. The resulting pressure force term is then given as
Fp = �

r p̃
d . By employing the quotient rule we then get r p̃

d =

r( p̃
d )+ p̃

d2 rd. After applying the SPH rule and replacing V by 1
r̃ ,

the pressure force equation can be written as
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Similar derivations can be found in [TM05, HA06]. The viscosity
force (and other force terms) can be derived analogously and is
given as
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Note that the above equations are identical to the standard SPH
equations when applied to a single phase flow. For multiple flu-
ids, however, the adapted method eliminates any spurious tension
effects and notably increases stability. The method has been ex-
tended with an incompressibility condition and solid-fluid cou-
pling [AIA⇤12, GPB⇤19], an example is shown in Fig. 22. More-
over, the resolution at the interface has been increased using the
two-scale (or multi-scale) particle simulation method in [SG11,
HS13].

The above described problems can be circumvented by replac-
ing the summation density by the continuity equation that evolves
the density over time (Section 2.4) and hence does not suffer from
smoothing artifacts across fluid interfaces. However, this typically

Figure 22: Three solid buoys interacting with two IISPH fluids with
different densitites [GPB⇤19].

requires higher-order time stepping schemes and careful consider-
ations of time step sizes to avoid accumulation of integration errors
over time and thus drift from true mass conservation [SP08,SB12].
The density summation equation was also used in combination with
the Shepard kernel to accurately preserve the discontinuity at the
interface [GAC⇤09]. The method considers the volume distribution
and the rate of change of the volume estimated by the continuity
equation.

9.2. Complex Mixing Phenomena

Fluid mixing can be simulated by solving the diffusion equation
∂C
∂t = ar2C, which evolves the concentration C over time. With

SPH, this equation can be written as [MSKG05]

∂Ci
∂t

= aÂ
j

m j
Cj �Ci

r j
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2Wi j, (142)

where a defines the diffusion strength. Another SPH formulation
for computing the diffusion has been presented in [LLP11].

More complex mixing effects can be simulated by taking the
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Figure 21: Velocity fields of the lid-driven cavity benchmark. Standard SPH (left) and vorticity confinement (middle) are only able to
produce one large central vortex. In contrast, the micropolar approach yields (right) the expected result, i.e., one central vortex and three
smaller vortices in the corners which are rotating in the opposite direction.

Like this, the density of particle i is not influenced by the mass of
its neighbors j, while still receiving the geometric contribution Wi j
from j. The state equation of Sections 4.4 can then be changed such
that the pressure is computed with the adapted density as

p̃i = k1
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!
. (139)

Solenthaler et al. [SP08] derived adapted forces by substituting
r̃i and p̃i into the Navier-Stokes equations and applying the SPH
formalism. The resulting pressure force term is then given as
Fp = �

r p̃
d . By employing the quotient rule we then get r p̃

d =

r( p̃
d )+ p̃

d2 rd. After applying the SPH rule and replacing V by 1
r̃ ,

the pressure force equation can be written as
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Similar derivations can be found in [TM05, HA06]. The viscosity
force (and other force terms) can be derived analogously and is
given as
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Note that the above equations are identical to the standard SPH
equations when applied to a single phase flow. For multiple flu-
ids, however, the adapted method eliminates any spurious tension
effects and notably increases stability. The method has been ex-
tended with an incompressibility condition and solid-fluid cou-
pling [AIA⇤12, GPB⇤19], an example is shown in Fig. 22. More-
over, the resolution at the interface has been increased using the
two-scale (or multi-scale) particle simulation method in [SG11,
HS13].

The above described problems can be circumvented by replac-
ing the summation density by the continuity equation that evolves
the density over time (Section 2.4) and hence does not suffer from
smoothing artifacts across fluid interfaces. However, this typically

Figure 22: Three solid buoys interacting with two IISPH fluids with
different densitites [GPB⇤19].

requires higher-order time stepping schemes and careful consider-
ations of time step sizes to avoid accumulation of integration errors
over time and thus drift from true mass conservation [SP08,SB12].
The density summation equation was also used in combination with
the Shepard kernel to accurately preserve the discontinuity at the
interface [GAC⇤09]. The method considers the volume distribution
and the rate of change of the volume estimated by the continuity
equation.

9.2. Complex Mixing Phenomena

Fluid mixing can be simulated by solving the diffusion equation
∂C
∂t = ar2C, which evolves the concentration C over time. With

SPH, this equation can be written as [MSKG05]

∂Ci
∂t

= aÂ
j

m j
Cj �Ci

r j
r

2Wi j, (142)

where a defines the diffusion strength. Another SPH formulation
for computing the diffusion has been presented in [LLP11].

More complex mixing effects can be simulated by taking the
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• For	a	single	phase	fluid	equations	are	identical	to	SESPH
• For	multi-fluid	simulations	interface	problems	are	eliminated
• No	performance	overhead
• Extended	with	incompressibility	condition	[Akinci et	al.	12,	Gissler et	al.	19]

Gissler et	al.	2019
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• Diffusion	equation

• SPH	equation
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Figure 21: Velocity fields of the lid-driven cavity benchmark. Standard SPH (left) and vorticity confinement (middle) are only able to
produce one large central vortex. In contrast, the micropolar approach yields (right) the expected result, i.e., one central vortex and three
smaller vortices in the corners which are rotating in the opposite direction.

Like this, the density of particle i is not influenced by the mass of
its neighbors j, while still receiving the geometric contribution Wi j
from j. The state equation of Sections 4.4 can then be changed such
that the pressure is computed with the adapted density as

p̃i = k1
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. (139)

Solenthaler et al. [SP08] derived adapted forces by substituting
r̃i and p̃i into the Navier-Stokes equations and applying the SPH
formalism. The resulting pressure force term is then given as
Fp = �

r p̃
d . By employing the quotient rule we then get r p̃

d =
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d2 rd. After applying the SPH rule and replacing V by 1
r̃ ,

the pressure force equation can be written as

Fp
i = �Â

j

 
p̃ j

d j
2 +

p̃i

di
2

!
rWi j. (140)

Similar derivations can be found in [TM05, HA06]. The viscosity
force (and other force terms) can be derived analogously and is
given as
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Note that the above equations are identical to the standard SPH
equations when applied to a single phase flow. For multiple flu-
ids, however, the adapted method eliminates any spurious tension
effects and notably increases stability. The method has been ex-
tended with an incompressibility condition and solid-fluid cou-
pling [AIA⇤12, GPB⇤19], an example is shown in Fig. 22. More-
over, the resolution at the interface has been increased using the
two-scale (or multi-scale) particle simulation method in [SG11,
HS13].

The above described problems can be circumvented by replac-
ing the summation density by the continuity equation that evolves
the density over time (Section 2.4) and hence does not suffer from
smoothing artifacts across fluid interfaces. However, this typically

Figure 22: Three solid buoys interacting with two IISPH fluids with
different densitites [GPB⇤19].

requires higher-order time stepping schemes and careful consider-
ations of time step sizes to avoid accumulation of integration errors
over time and thus drift from true mass conservation [SP08,SB12].
The density summation equation was also used in combination with
the Shepard kernel to accurately preserve the discontinuity at the
interface [GAC⇤09]. The method considers the volume distribution
and the rate of change of the volume estimated by the continuity
equation.

9.2. Complex Mixing Phenomena

Fluid mixing can be simulated by solving the diffusion equation
∂C
∂t = ar2C, which evolves the concentration C over time. With

SPH, this equation can be written as [MSKG05]

∂Ci
∂t

= aÂ
j

m j
Cj �Ci

r j
r

2Wi j, (142)

where a defines the diffusion strength. Another SPH formulation
for computing the diffusion has been presented in [LLP11].

More complex mixing effects can be simulated by taking the
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Figure 21: Velocity fields of the lid-driven cavity benchmark. Standard SPH (left) and vorticity confinement (middle) are only able to
produce one large central vortex. In contrast, the micropolar approach yields (right) the expected result, i.e., one central vortex and three
smaller vortices in the corners which are rotating in the opposite direction.

Like this, the density of particle i is not influenced by the mass of
its neighbors j, while still receiving the geometric contribution Wi j
from j. The state equation of Sections 4.4 can then be changed such
that the pressure is computed with the adapted density as

p̃i = k1
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. (139)

Solenthaler et al. [SP08] derived adapted forces by substituting
r̃i and p̃i into the Navier-Stokes equations and applying the SPH
formalism. The resulting pressure force term is then given as
Fp = �

r p̃
d . By employing the quotient rule we then get r p̃

d =

r( p̃
d )+ p̃

d2 rd. After applying the SPH rule and replacing V by 1
r̃ ,

the pressure force equation can be written as
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Similar derivations can be found in [TM05, HA06]. The viscosity
force (and other force terms) can be derived analogously and is
given as
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Note that the above equations are identical to the standard SPH
equations when applied to a single phase flow. For multiple flu-
ids, however, the adapted method eliminates any spurious tension
effects and notably increases stability. The method has been ex-
tended with an incompressibility condition and solid-fluid cou-
pling [AIA⇤12, GPB⇤19], an example is shown in Fig. 22. More-
over, the resolution at the interface has been increased using the
two-scale (or multi-scale) particle simulation method in [SG11,
HS13].

The above described problems can be circumvented by replac-
ing the summation density by the continuity equation that evolves
the density over time (Section 2.4) and hence does not suffer from
smoothing artifacts across fluid interfaces. However, this typically

Figure 22: Three solid buoys interacting with two IISPH fluids with
different densitites [GPB⇤19].

requires higher-order time stepping schemes and careful consider-
ations of time step sizes to avoid accumulation of integration errors
over time and thus drift from true mass conservation [SP08,SB12].
The density summation equation was also used in combination with
the Shepard kernel to accurately preserve the discontinuity at the
interface [GAC⇤09]. The method considers the volume distribution
and the rate of change of the volume estimated by the continuity
equation.

9.2. Complex Mixing Phenomena

Fluid mixing can be simulated by solving the diffusion equation
∂C
∂t = ar2C, which evolves the concentration C over time. With

SPH, this equation can be written as [MSKG05]

∂Ci
∂t

= aÂ
j

m j
Cj �Ci

r j
r

2Wi j, (142)

where a defines the diffusion strength. Another SPH formulation
for computing the diffusion has been presented in [LLP11].

More complex mixing effects can be simulated by taking the
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Color	diffusion

Müller	et	al.	2005

Temperature diffusion (and phase changes)

Lenaerts &	Dutre 2009 Keiser	et	al.	2005



Eurographics19 Tutorial - SPH

• Previous	work
– Mixture	is	only	caused	by	diffusion	effects
– Different	phases	move	at	the	same	bulk	velocity	as	the	mixture

• SPH	based	mixture	model	[Ren	et	al.	2014]
– Mixing	and	unmixing due	to	(relative)	flow	motion	

and	force	distribution
– Dynamics	of	multi-fluid	flow	captured	using	mixture	model
– Spatial	distribution	of	phases	modeled	using	volume	fraction

(similar	to	[Müller	et	al.	05])
– Drift	velocities:	Phase	velocities	relative	to	mixture	average
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Complex	Mixing	Effects

• 9

Fig. 5. Reacting swirl. Red and green liquids are injected from opposite sides into the container filled with transparent solvent, causing the mixture to swirl.
Upon meeting, the red and green liquids react to produce a blue liquid. All four phases are miscible with each other. Top row: Our method, with the diffusion
effect disabled, forms a rotating and dynamically-evolving S-symbol at the centre of the container, while the whole scene containing vigorous mixing and
chemical reaction simultaneously. Bottom row: Using only Brownian diffusion to simulate mixing ([Kang et al. 2010; Bao et al. 2010; Liu et al. 2011]) results
in a homogeneous appearance.

Fig. 6. Unmixing. Four immiscible liquids (red, yellow, green and blue)
are artificially set to a “fully mixed” state in a circular container with a
rotating turbine at the centre, and during spinning they get “fully separated”
due to the centrifugal effect. Top: perspective view. Bottom: top view.

ning, resulting in a colorful ring-shape pattern. The top row in Fig.6
shows a perspective view of this unmixing process, and the bottom
row shows the top view. The gravity force is not considered in this
example. This unmixing effect cannot be captured by multiple-fluid
simulations where only the diffusion effect is modeled, and also it
is hard to achieve through the interfacial-flow simulation approach.

Example 5 (Fig.7) simulates a four-phase vaporization process
with high density contrast. A dome is filled with transparent air,
and two liquids (red and green) are injected into the dome from two
magic sources. The red and green liquids meet at the centre of the
floor, and react to produce a vapor phase, which rises up towards the
ceiling. In this example, all four phases are immiscible with each
other, and their density ratio is Red liquid:Green liquid:Transparent
air:Vapor phase = 1000:1000:2:1. Under high density contrast, the
vaporization process is successfully simulated.

In Example 6 (Fig.8), a tank with a movable wall on the left is
filled with transparent liquid. To the left of the tank, there are four
“reacting regions” marked in red, yellow, blue and purple. Upon
entering these reacting regions, the transparent liquid reacts to pro-
duce a new liquid with the color of the region. The wall on the
left moves back and forth periodically to drive the liquid mixture
to flow in the tank. Three more chemical reactions are introduced:
the red liquid reacting with the yellow liquid to produce an orange
liquid, the yellow liquid reacting with the blue liquid to produce a

Fig. 7. Vaporization. The dome is filled with transparent air, and from two
magic sources red and green liquids are injected into the dome. The two
liquids meet at the centre of the floor and react to produce a vapor phase,
which rises towards the ceiling. The density ratio is Red liquid:Green liq-
uid:Transparent air:Vapor phase = 1000:1000:2:1.

green liquid, and the blue liquid reacting with the purple liquid to
produce an indigo liquid. All eight phases are set as miscible with
each other. Thus, the mixing flow in the tank creates a lively rain-
bow wave with seven naturally colored streams adjacent to each
other: red, orange, yellow, green, blue, indigo and purple. Again,
the diffusion effect is disabled in this example to avoid the stiff and
uniform appearance.

7. CONCLUSION AND DISCUSSION
By combining the mixture model in computational fluid dynamics
and the SPH method, we have developed a novel simulation ap-
proach for multiple-fluid flows. Verified in various numerical ex-
periments, the new approach is versatile and can simultaneous-
ly capture a wide range of multiple-fluid phenomena, including
mixing/unmixing of miscible and immiscible fluids, diffusion and
chemical reaction etc. The new method is robust, and can achieve
stable and realistic simulation under widely-varying parameter set-

ACM Transactions on Graphics, Vol. VV, No. N, Article XXX, Publication date: Month YYYY.

Ren	et	al.	2014
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• Phase:	
– Volume	fraction						,					
– Phase	velocity	v_k

• Mixture:	
– Mixture	density	(f(				))
– Mixture	velocity

• Continuity	and	momentum	equations	of	the	phases	and	mixture
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Mixture	Model

Ø The	nonuniform distribution	of	velocity	fields	will	lead	to	changes	in	the	
volume	fraction	of	each	phase	

Ø The	drift	velocities	play	a	key	role	in	this	interaction	mechanism	

D. Koschier, J. Bender, B. Solenthaler & M. Teschner / SPH Techniques for the Physics Based Simulation of Fluids and Solids

flow motion and force distributions into account as demonstrated
in the SPH-based mixture model of Ren et al. [RLY⇤14]. The con-
tinuity equation of the mixture model is defined as

Drm
Dt

=
∂rm
∂t

+r · (rmvm) = 0, (143)

where rm is the rest density of the mixture and vm is the mixture
velocity, averaged over all phases. rm and vm are computed using
the volume fraction ak of a phase k with rest density rk, i.e., rm =
Âk akrk and vm = 1

rm Âk akrkvm
. The momentum equation for the

mixture is given as

D(rm,vm)
Dt

= �rp+r · (tm + tDm)+rmg, (144)

where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
∂F(X)

∂X =
∂x
∂X = 1+

∂u
∂X . (146)

This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
1
2
(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:

Y(J) = µe : e+
l
2

tr2(e), (148)

where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
strain energy density with respect to the deformation gradient

P(J) =
∂Y
∂J . (149)

For our linear elasticity model this yields

P(J) = 2µe+ltr(e)1. (150)

Note that the Lamé coefficients can be computed from Young’s
modulus k and Poisson’s ratio n by

µ =
k

2(1+n)
, l =

kn
(1+n)(1�2n)

. (151)

This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
erence configuration. In the following this reference neighborhood
is denoted by N

0
i .
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Table I. Definition of symbols.
Symbol Meaning
↵k volume fraction of phase k
ck mass fraction of phase k

⇢k ,⇢m rest density of phase k and the mixture
uk ,um velocity of phase k and the mixture
pk ,pm pressure acting on phase k and the mixture
Tk ,Tm stress tensor on phase k and the mixture
umk drift velocity
g gravity

⇢mj ,mj rest density and rest mass of particle j
⇢j interpolated density of particle j

W (r, h) smoothing kernel function
rWij short for riW (ri � rj , h)

↵ki,↵kj ↵k value of the i-th, j-th particle
umi,umj um value of the i-th, j-th particle

umki,umkj umk value of the i-th, j-th particle
ri, rj position of the i-th, j-th particle
µk viscosity of phase k

µi, µj aggregate viscosity of particles i,j
, ⌧,� constant coefficients

Multiple-fluid flows have been extensively studied in the con-
text of computational fluid dynamics (CFD) for several decades,
primarily driven by oil & gas, chemical engineering and nuclear
power industries. Most commercial CFD packages for multiphase
or multicomponent flows are based on grid-based fluid solvers,
while more recently the SPH approach has been applied to simu-
late interfacial flows [Colagrossi and Landrini 2003; Hu and Adams
2006; Monaghan and Rafiee 2013]. Various mathematical models
have been developed to quantitatively describe multiple-fluid flows
[Kolev 2005; Yeoh and Tu 2009; Crowe et al. 2011], mainly includ-
ing the homogeneous model, the mixture model and the full mul-
tiphase model. We introduce the concept of “drift velocity” from
the grid-based mixture model and adapt it for SPH formulations by
incorporating appropriate pressure relationship and modifications,
thereby achieving stable and efficient SPH multiple-fluid simula-
tion.
3. THE MIXTURE MODEL OF MULTIPLE-FLUID

FLOW
In this section we briefly recap the mixture model [Manninen et al.
1996; Yeoh and Tu 2009], the most widely used mathematical mod-
el in engineering for grid-based multiple-fluid flows. §3.1 summa-
rizes the governing equations of the mixture model, and §3.2 de-
scribes the drift velocity required in the model. Later in §4, we de-
scribe how we extend this mixture model using SPH formulations
to more efficiently support visual applications. For simplicity, indi-
vidual phases or components in a multiple-fluid flow are uniformly
referred to as phases for the rest of the paper.

3.1 Governing Equations
In the mathematical theory of multiple-fluid flow, the presence of a
phase k is represented by its own volume fraction ↵k (the relative
fraction of an infinitesimal volume it occupies) and velocity uk,
and the continuity and momentum equations for each phase k are:

@

@t
(↵k⇢k) +r · (↵k⇢kuk) = 0 (1)

@

@t
(↵k⇢kuk)+r·(↵k⇢kukuk) = ↵k⇢kg�↵krpk+r·(↵kTk)+Fk

(2)

where ⇢k is the rest density of phase k (assumed as constant), pk the
pressure, g the external body forces such as gravity, Tk the viscous
stress tensor, and Fk the interfacial momentum source. The above
equations are similar to that of the single-phase flow, except for
the last term in Eqn.(2). The term Fk accounts for the interactions
between phases, such as drag and frictional forces. In the graphic-
s community, the multiple-fluid flow model defined in Eqns.(1,2)
was recently adopted by [Nielsen and Osterby 2013] in the case of
a two-phase flow to simulate water spray. The volume fractions ↵k

are bounded between 0 and 1, and they must add up to 1:
X

k
↵k = 1,↵k � 0. (3)

The continuity and momentum equations for the mixture follow
from Eqns.(1,2) by summing over the phases:

@

@t
⇢m +r · (⇢mum) = 0 (4)

@

@t
(⇢mum)+r·(⇢mumum) = �rpm+⇢mg+r·Tm+r·TDm

(5)
where ⇢m =

P
k ↵k⇢k is the mixture density, um =

1
⇢m

P
k ↵k⇢kuk is the mixture velocity (i.e. the velocity at the

mass center), the mixture’s pressure pm is defined by the rela-
tion rpm =

P
k ↵krpk, the mixture’s viscous stress tensor Tm

is defined to satisfy r · Tm =
P

k r · (↵kTk), and the term
TDm = �

P
k ↵k⇢kumkumk is derived from the left hand side

of the momentum equation, representing the convective momentum
transfer between phases. Here, the drift velocity umk is defined as

umk = uk � um. (6)

The drift velocity umk denotes the velocity of phase k relative to
the centre of the mixture mass. The interaction forces Fk do not
appear explicitly in the momentum equation (5) because they are
canceled when summing over all phases. Using a simple case with
3 phases of unit density (i.e. ⇢k = 1 for all three phases), Fig.1
illustrates the concepts and relationships of the multiple-fluid vari-
ables.

Substituting Eqn.(6) into Eqn.(1), the phase velocity uk can be
eliminated from the continuity equation of phase k:

@↵k

@t
+ (um ·r)↵k = �↵kr · um �r · (↵kumk). (7)

Substituting Eqn.(4) into Eqn.(5), the momentum equation of mix-
ture can be reorganized as:

@

@t
um+(um ·r)um = �rpm

⇢m
+g+

r ·Tm

⇢m
+

r ·TDm

⇢m
. (8)

Defined in Eqns.(7,8) are the governing equations of the mixture
model for multiple-fluid flows. Here, the spatial distribution of each
phase k is fully represented by its volume fraction ↵k, hence it is
not necessary to track the interfaces between different phases.

3.2 Drift Velocity
It is clear from Eqn.(7) that the nonuniform distribution of velocity
fields will lead to changes in the volume fraction of each phase. In
a multiple-fluid flow, this motion-induced mixing effect is quite in-
tuitive: different phases move at different velocities in the mixture,
and their discrepant motions will naturally result in relative mass
migration. The drift velocities umk play a key role in this inter-
action mechanism responsible for various miscible and immiscible
phenomena.
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Fig. 1. Suppose a mixture has three phases with unit density, the multiple-
fluid variables are illustrated above. (a) Volume fraction ↵k , and relation-
ship between the phase velocities uk and the mixture velocity um. (b) Ob-
taining drift velocities umk from uk and um. (c) Drift velocities umk .

Based on the assumption of local equilibrium and appropri-
ate drag force approximations, the drift velocities umk defined in
Eqn.(6) can be solved analytically, for which the rigorous mathe-
matical derivation can be found in [Manninen et al. 1996]. For sim-
plicity, the analytical expression of drift velocities is directly given
below:

umk = ⌧(⇢k �
P

k0 ck0⇢k0)a� ⌧(rpk �
P

k0 ck0rpk0)

��(r↵k
↵k

�
P

k0 ck0
r↵k0
↵k0

) (9)

where ⌧ and � are user-defined constant coefficients to be discussed
later, ck = ↵k⇢k

⇢m
is the mass fraction of the k-th component. The

acceleration a is
a = g � (um ·r)um � @um

@t
, (10)

which denotes the difference between the gravity acceleration and
the substantial derivative of the mixture velocity.

To compute the drift velocities following Eqn.(9), the relation be-
tween the phase pressure pk and the mixture pressure pm must also
be provided. The standard mixture model mainly deals with im-
miscible fluids and the following pressure relation has been widely
adopted:

pk = pm. (11)
For immiscible fluids, the phase pressure pk is identical to the mix-
ture pressure pm such that the second term in Eqn.(9) vanishes.
The intuitive explanation of it is for immiscible fluids where pres-
sure equilibrium is established between phases, the uniform pres-
sure shared with the mixture does not cause the immiscible phas-
es to move into each other. To cope with totally miscible fluids in
graphics applications, we extend the standard mixture model by in-
corporating the following pressure relation [Kolev 2005]:

pk = ↵kpm. (12)

For miscible fluids, phase pressures pk differ from each other de-
pendent on their volume fractions, thus miscible phases are accel-
erated within the mixture mass to move into each other.

Determined in Eqn.(9), the drift velocity umk contains three
terms. The first term accounts for the inertia effect, and in particular

the velocity differences caused by body forces are modeled by this
term. The second term accounts for the pressure effect, i.e. with-
in the mixture mass a phase accelerates in the direction from high
pressure to low pressure. The third term accounts for the diffusion
effect, i.e. a phase tends to move from more concentrated region-
s to less concentrated regions. The constant coefficients ⌧ and �
are essentially the strength factors of these fluid-dynamics effects.
Specifically, higher ⌧ values will cause stronger inertia and pres-
sure effects (thus faster unmixing and mixing speeds due to these
two effects), higher � values will cause stronger diffusion effect
(thus faster mixing speed due to the diffusive effect), and vice ver-
sa. In our work ⌧ varies between 10�8 and 10�6, and � is around
10�4 to 10�3. Further discussions of these three multiphase trans-
portation effects are provided in §5.3.

Once the drift velocities umk are determined following Eqn.(9),
the solution of the governing Eqns.(7,8) is reduced to solving for
the mixture velocity um (instead of all phase velocities uk) and
phase volume fractions ↵k. This significantly reduces the compu-
tational cost of solving multiple-fluid flows. Owing to the high effi-
ciency and versatility of the mixture model, it is widely adopted in
commercial CFD packages for multiple-fluid flows, including Eu-
lerian fluid solvers ANSYS CFX and FLUENT.

4. SPH FORMULATION
In contrast to grid-based formulations presented in [Manninen et al.
1996], we use SPH particles to discretize the multiple-fluid system
such that the SPH particles carry the mixture mass and move at
the mixture velocity um. These mixture particles also carry all the
physical quantities associated with individual phases.

In the governing equations of the mixture model Eqn.(7,8), the
left-hand-side of Eqn.(8) denotes the substantial derivative of the
mixture velocity um, while the left-hand-side of Eqn.(7) represents
the substantial derivative of the volume fraction of phase k, also
with respect to the mixture velocity um. In addition, it is noted that
after the drift velocities umk is computed following the analytical
solution in Eqn.(9), the solutions to Eqn.(7) and Eqn.(8) can be
decoupled if an explicit time-integration scheme is adopted. These
favorable Lagrangian properties of the mixture model fit nicely to
the SPH approach.

In this section we provide the SPH formulation of the govern-
ing equations Eqns.(7,8), for which we start from the drift velocity
solution in Eqn.(9). For each mixture particle i:

(rpk)i =
X

j

mj

⇢̄j
(pkj � pki)rWij (13)

(r↵k)i =
X

j

mj

⇢̄j
(↵kj � ↵ki)rWij (14)

where the summation is performed over all neighborhood particles
j, rWij = riW (ri � rj , h) is the gradient of the smoothing k-
ernel function with support h. Adopting the formulation in [Müller
et al. 2003], we use the poly6 kernel for density interpolation, and
the spiky kernel for all other calculations involving derivative of
the smoothing kernel function. In Eqns.(13,14) and all equations
thereafter, mj and ⇢̄j in the summation over particles j represent
the mass and interpolated density of the mixture particle j, respec-
tively. Eqns.(13,14) are standard symmetric SPH formulations for
gradient terms of scalars. Using the rpk and r↵k expressions, the
drift velocity umk can be computed from Eqn.(9).

Then we examine Eqns.(7,8). Firstly, for Eqn.(7), it should be
noted that we cannot assume r · um = 0 here. For multiple-fluid
flows, volume fractions ↵k change both over time and over space,
and phase velocities uk also differ from each other. Therefore, nei-
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flow motion and force distributions into account as demonstrated
in the SPH-based mixture model of Ren et al. [RLY⇤14]. The con-
tinuity equation of the mixture model is defined as

Drm
Dt

=
∂rm
∂t

+r · (rmvm) = 0, (143)

where rm is the rest density of the mixture and vm is the mixture
velocity, averaged over all phases. rm and vm are computed using
the volume fraction ak of a phase k with rest density rk, i.e., rm =
Âk akrk and vm = 1

rm Âk akrkvm
. The momentum equation for the

mixture is given as

D(rm,vm)
Dt

= �rp+r · (tm + tDm)+rmg, (144)

where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
∂F(X)

∂X =
∂x
∂X = 1+

∂u
∂X . (146)

This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
1
2
(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:

Y(J) = µe : e+
l
2

tr2(e), (148)

where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
strain energy density with respect to the deformation gradient

P(J) =
∂Y
∂J . (149)

For our linear elasticity model this yields

P(J) = 2µe+ltr(e)1. (150)

Note that the Lamé coefficients can be computed from Young’s
modulus k and Poisson’s ratio n by

µ =
k

2(1+n)
, l =

kn
(1+n)(1�2n)

. (151)

This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
erence configuration. In the following this reference neighborhood
is denoted by N

0
i .
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flow motion and force distributions into account as demonstrated
in the SPH-based mixture model of Ren et al. [RLY⇤14]. The con-
tinuity equation of the mixture model is defined as

Drm
Dt

=
∂rm
∂t

+r · (rmvm) = 0, (143)

where rm is the rest density of the mixture and vm is the mixture
velocity, averaged over all phases. rm and vm are computed using
the volume fraction ak of a phase k with rest density rk, i.e., rm =
Âk akrk and vm = 1

rm Âk akrkvm
. The momentum equation for the

mixture is given as

D(rm,vm)
Dt

= �rp+r · (tm + tDm)+rmg, (144)

where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
∂F(X)

∂X =
∂x
∂X = 1+

∂u
∂X . (146)

This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
1
2
(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:

Y(J) = µe : e+
l
2

tr2(e), (148)

where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
strain energy density with respect to the deformation gradient

P(J) =
∂Y
∂J . (149)

For our linear elasticity model this yields

P(J) = 2µe+ltr(e)1. (150)

Note that the Lamé coefficients can be computed from Young’s
modulus k and Poisson’s ratio n by

µ =
k

2(1+n)
, l =

kn
(1+n)(1�2n)

. (151)

This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
erence configuration. In the following this reference neighborhood
is denoted by N

0
i .
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flow motion and force distributions into account as demonstrated
in the SPH-based mixture model of Ren et al. [RLY⇤14]. The con-
tinuity equation of the mixture model is defined as

Drm
Dt

=
∂rm
∂t

+r · (rmvm) = 0, (143)

where rm is the rest density of the mixture and vm is the mixture
velocity, averaged over all phases. rm and vm are computed using
the volume fraction ak of a phase k with rest density rk, i.e., rm =
Âk akrk and vm = 1

rm Âk akrkvm
. The momentum equation for the

mixture is given as

D(rm,vm)
Dt

= �rp+r · (tm + tDm)+rmg, (144)

where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
∂F(X)

∂X =
∂x
∂X = 1+

∂u
∂X . (146)

This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
1
2
(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:

Y(J) = µe : e+
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where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
strain energy density with respect to the deformation gradient
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For our linear elasticity model this yields
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This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
erence configuration. In the following this reference neighborhood
is denoted by N
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flow motion and force distributions into account as demonstrated
in the SPH-based mixture model of Ren et al. [RLY⇤14]. The con-
tinuity equation of the mixture model is defined as

Drm
Dt

=
∂rm
∂t

+r · (rmvm) = 0, (143)

where rm is the rest density of the mixture and vm is the mixture
velocity, averaged over all phases. rm and vm are computed using
the volume fraction ak of a phase k with rest density rk, i.e., rm =
Âk akrk and vm = 1

rm Âk akrkvm
. The momentum equation for the

mixture is given as

D(rm,vm)
Dt

= �rp+r · (tm + tDm)+rmg, (144)

where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
∂F(X)

∂X =
∂x
∂X = 1+
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This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
1
2
(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:

Y(J) = µe : e+
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where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
strain energy density with respect to the deformation gradient

P(J) =
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For our linear elasticity model this yields

P(J) = 2µe+ltr(e)1. (150)

Note that the Lamé coefficients can be computed from Young’s
modulus k and Poisson’s ratio n by

µ =
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. (151)

This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
erence configuration. In the following this reference neighborhood
is denoted by N
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puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
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used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.
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are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.
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In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function
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which maps a point X in the reference configuration to its current
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the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor
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(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
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where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
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This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor
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In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
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of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
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where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.
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area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
∂F(X)

∂X =
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This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
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The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:
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where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
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For our linear elasticity model this yields
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Note that the Lamé coefficients can be computed from Young’s
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µ =
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This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
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velocity, averaged over all phases. rm and vm are computed using
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mixture is given as
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where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
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∂X =
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This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
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(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:

Y(J) = µe : e+
l
2

tr2(e), (148)

where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
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For our linear elasticity model this yields
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Note that the Lamé coefficients can be computed from Young’s
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µ =
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This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
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where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
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equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
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since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.
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effects including dissolution of solids, flows in porous media, and
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sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.
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tion we show that SPH is also an interesting meshless method to
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lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.
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In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.
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which maps a point X in the reference configuration to its current
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where tm and tDm are the mixture’s viscous stress and diffusion
tensors, respectively.

In each simulation step, the drift velocity vmk = vk �vm is com-
puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
to move from high to low pressure regions, and a Brownian diffu-
sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.

Yan et al. [YJL⇤16] extended the mixture model to handle the in-
teraction between fluid and solid phases, and demonstrated various
effects including dissolution of solids, flows in porous media, and
interaction with elastic materials. Another extension has been pre-
sented by Yang et al. [YCR⇤15] where an energy-based model was
used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
area, like the finite element method (FEM) [KBT17, KKB18] and
Position-Based Dynamics (PBD) [BKCW14, BMM14, BMM17],
are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function

F(X) = X+u = x (145)

which maps a point X in the reference configuration to its current
position x in the deformed configuration, where u = x�X is the
displacement vector. Differentiating this function with respect to
the reference position X gives us the deformation gradient

J =
∂F(X)

∂X =
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∂X = 1+
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∂X . (146)

This quantity can be used to measure the strain of a deformed body.
In computer graphics often a linear strain measure is used to avoid
the solution of a non-linear system of equations. For the same rea-
son we introduce the linear infinitesimal strain tensor

e(J) =
1
2
(J+JT )�1. (147)

The next step is to define a constitutive model for linear elastic-
ity. We follow the work of Sifakis [Sif12] and define it in terms of
the strain energy density:

Y(J) = µe : e+
l
2

tr2(e), (148)

where µ and l are the Lamé coefficients [Sif12]. The first Pi-
ola–Kirchhoff stress tensor is determined by differentiating the
strain energy density with respect to the deformation gradient

P(J) =
∂Y
∂J . (149)

For our linear elasticity model this yields

P(J) = 2µe+ltr(e)1. (150)

Note that the Lamé coefficients can be computed from Young’s
modulus k and Poisson’s ratio n by

µ =
k

2(1+n)
, l =

kn
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. (151)

This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
erence configuration. In the following this reference neighborhood
is denoted by N

0
i .
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are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function
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which maps a point X in the reference configuration to its current
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the solution of a non-linear system of equations. For the same rea-
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where µ and l are the Lamé coefficients [Sif12]. The first Pi-
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This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor

f = r ·P. (152)

In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.

10.2. SPH Discretization

The deformation of an elastic body is determined with respect to its
reference configuration (see Eq. (145)). Typically the initial shape
of a body is used as reference configuration in an SPH simulation.
Since the topology of an elastic body does not change during the
simulation, we store the neighborhood of each particle i in the ref-
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tensors, respectively.
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puted, which represents the relative velocity of phase k to the mix-
ture. The equation can be rewritten using individual terms for slip
velocity due to body forces, pressure effects that cause fluid phases
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sion term that represents phase drifting from high to low concentra-
tion regions. The drift velocity is then used to calculate the diffu-
sion tensor tDm and change in volume fraction Dak/Dt. The SPH
equations for the mixture model described above can be found in
the work of Ren et al. [RLY⇤14]. They demonstrate complex mix-
ing effects including chemical reactions. The model uses WCSPH,
since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
material is incompressible.
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used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
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are mesh-based. However, also meshless methods were investigated
like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.
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In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.

The deformation of a solid is defined by the function
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which maps a point X in the reference configuration to its current
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This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor
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In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
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10.2. SPH Discretization
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since a divergence-free velocity field cannot be directly integrated
since neither the mixture nor phase velocities are zero, even if the
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used. The approach integrates the Cahn-Hilliard equation that de-
scribes phase separation, expanding the capability of a multi-fluid
solver and enabling incompressible flows.

10. Deformable Solids

The simulation of deformable solids is an active research topic in
computer graphics. The most popular simulation approaches in this
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like the moving least squares (MLS) method [AW09]. In this sec-
tion we show that SPH is also an interesting meshless method to
simulate deformable solids. An advantage of an SPH-based simu-
lation of deformables is that this enables a simple coupling between
fluids and solids in a unified framework.

10.1. Linear Elasticity

In this subsection we first introduce a continuum mechanical for-
mulation for linear elasticity. In the next subsection we then show
how to discretize the resulting equations using SPH.
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ola–Kirchhoff stress tensor is determined by differentiating the
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This is often more intuitive since Young’s modulus is a measure
of stretch resistance while Poisson ratio is a measure of incom-
pressibility. Finally, the elastic body forces are determined as the
divergence of the stress tensor
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In the following subsection we will discuss how this continuous
elastic material model can be discretized using the SPH formula-
tion.
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The deformation of an elastic body is determined with respect to its
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viscous	stress	tensor	of	the	mixture
diffusion	tensor	of	the	mixture	(convective	momentum	transfer	between	phases)

Ø The	nonuniform distribution	of	velocity	fields	will	lead	to	changes	in	the	
volume	fraction	of	each	phase	

Ø The	drift	velocities	play	a	key	role	in	this	interaction	mechanism	
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Algorithm

2.			Compute	drift	velocity	of	each	phase	/	particle

Analytical	expression	of	drift	velocity,	three	terms	defining
- Slip	velocity	due	to	body	forces
- Pressure	effects	that	cause	fluid	phases	to	move	from	high	to	low	pressure	regions
- Brownian	diffusion	term	representing	phase	drifting	from	high	to	low	concentration

Update	diffusion	tensor,	advect volume	fraction
(using	drift	velocity)

3.			Compute	total	force,	advect particle	

1. Compute	density	and	pressure	with	SPH	

3	loops	over	all	particles:
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Immiscible	and	Miscible	Liquids

8 •

Fig. 3. Three-phase liquid dam breaking (red, green and blue). (a) All three phases are immiscible with each other and they get separated into three layers
with clear interfaces. (b) All three phases are miscible with other, and with the diffusion effect disabled they get mixed due to interaction between phases. (c)
All three phases are miscible with each other, and with the diffusion effect enabled they get mixed more uniformly. (d) The red and blue phases are miscible
with each other, but are both immiscible with the blue phase.

trations in mixture particles near either side of the sharp color in-
terfaces are negligible. For the miscible fluids shown in Figs.3(b,c),
the mixing effects look smooth and natural and due to the inclusion
of the diffusion effect, the final result in Fig.3(c) is mixed more uni-
formly than that in Fig.3(b). The simulations in Figs.3(a,b,c) adopt
the uniform particle description as explained in §5.3, while the sim-
ulation in Fig.3(d) adopts the particle labeling approach to simulate
miscible and immiscible phases interacting with each other simul-
taneously. For all other examples in this paper we have used the
uniform particle description in the simulation.

Fig. 4. Viscous armadillo. Shown in the top row, a red armadillo formed
by a highly viscous phase (1000x viscosity and 2x density) drops into a con-
tainer filled by a transparent phase (1x viscosity, 1x density and immiscible
with the red phase); the red armadillo deforms in a highly viscous manner
and does not get diluted. Shown in the bottom row, after the red armadil-
lo’s settlement at the bottom of the container, the red phase is reset to 1x
viscosity, 0.5x density and miscible to the transparent phase, which then
undergoes volume expansion and rises up rapidly and a vibrant mixing is
observed during the two-phase interaction.

Example 2 (Fig.4) simulates a two-phase flow with high viscos-
ity contrast. The red armadillo formed by a highly viscous phase
(1000x viscosity and 2x density) drops into a rectangular container
filled by a transparent phase (1x viscosity, 1x density and immisci-
ble with the red phase). The mixture flow is shown in the top row
of Fig.4, where the red armadillo deforms in a highly viscous man-
ner and does not get diluted by the transparent phase. This example

shows our method can cope with very high viscosity contrast and
still achieve realistic and stable multiple-fluid simulations. Then,
after the red armadillo has settled at the bottom of the container,
the red phase is reset to 1x viscosity, 0.5x density and miscible with
the transparent phase. The mixture flow is shown in the bottom row
of Fig.4, where the now lighter red phase undergoes volume expan-
sion and rises up rapidly and it soon gets diluted into the transparent
phase. In both stages, the diffusion effect has been disabled.

In Example 3 (Fig.5), red and green liquids are injected into a
cylindrical container filled with transparent liquid solvent. As the
red and green liquids are injected from opposite sides of the con-
tainer, they drive the liquid mixture to swirl. During mixing, red
and green phases react to produce a blue liquid. All four phases
(red, green, transparent and blue) are miscible with each other. In
the top row is the simulation result using our approach with the d-
iffusion effect disabled. The center of the container largely remains
occupied by the transparent solvent during the swirling motion, re-
sulting in a rotating and dynamically-evolving S-shape, while the
whole scene containing vigorous mixing and chemical reaction si-
multaneously. The previous multi-fluid approach (e.g. [Kang et al.
2010; Bao et al. 2010; Liu et al. 2011]) considers Brownian diffu-
sion only. In such approaches the mixing between different phas-
es and thus the chemical reaction purely relies on the existence of
Brownian diffusion. Due to the physical nature of Brownian diffu-
sion, it will gradually eliminate the polytropic color variations in
multiple-fluid flows, leading to an undesired homogeneous appear-
ance. In the bottom row we show the simulation result of previous
multifluid approach, where the polytropic color variations gradu-
ally turn into a homogeneous appearance. It is clear in this ex-
ample that our approach is able to avoid the undesired variation-
eliminating effect and the homogeneous appearance due to Brow-
nian diffusion, while simultaneously keeping vigorous mixing and
reaction featuring polytropic colors throughout the whole simula-
tion.

Example 4 (Fig.6) demonstrates an unmixing process taking
place in a disk-shape container, which has a spinning turbine in-
stalled at its centre. The container is filled with four immiscible
phases, with the density ratio Red:Yellow:Green:Blue = 1:1.5:2.5:3,
and the mixture occupies about 3/4 of the volume. Initially, the four
phases are set at a “fully mixed” state resulting in a greyish col-
or, and they are unmixed due to the centrifugal effect during spin-
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More	Results

Ren	et	al.	2014
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• [Ren	et	al.	14]	Uses	WCSPH;	a	divergence-free	velocity	field	cannot	be	
directly	integrated	since	neither	the	mixture	nor	phase	velocities	are	zero,	
even	if	the	material	is	incompressible
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Figure 1: Instant coffee and a soft candy dissolving in water.

Abstract

This work extends existing multiphase-fluid SPH frameworks to
cover solid phases, including deformable bodies and granular mate-
rials. In our extended multiphase SPH framework, the distribution
and shapes of all phases, both fluids and solids, are uniformly rep-
resented by their volume fraction functions. The dynamics of the
multiphase system is governed by conservation of mass and mo-
mentum within different phases. The behavior of individual phases
and the interactions between them are represented by corresponding
constitutive laws, which are functions of the volume fraction fields
and the velocity fields. Our generalized multiphase SPH framework
does not require separate equations for specific phases or tedious
interface tracking. As the distribution, shape and motion of each
phase is represented and resolved in the same way, the proposed
approach is robust, efficient and easy to implement. Various simula-
tion results are presented to demonstrate the capabilities of our new
multiphase SPH framework, including deformable bodies, granu-
lar materials, interaction between multiple fluids and deformable
solids, flow in porous media, and dissolution of deformable solids.

Keywords: smoothed particle hydrodynamics (SPH), fluid-solid
interaction, multiphase flow, deformable bodies, granular materials

Concepts: •Computing methodologies ! Physical simulation;

1 Introduction

Animations involving fluids and solids have recently become ever
more popular in computer graphics, leading to the development of
various physically based simulation methods, either grid-based or
particle-based. The most popular particle-based approaches rely on
smoothed particle hydrodynamics (SPH) [Monaghan 1992], which
was first introduced into the graphics community by Müller et al.
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[2003] to simulate fluid flow. The SPH method has also been
used to simulate elastoplastic solids [Müller et al. 2004; Gerszewski
et al. 2009], and granular materials like sand [Alduán and Otaduy
2011]. Fluid-solid coupling has also been achieved within the SPH
framework, to simulate fluid interacting with an elastoplastic solid
[Solenthaler et al. 2007; Keiser et al. 2005], fluid interacting with
granular materials [Lenaerts and Dutr 2009], and porous materials
[Lenaerts et al. 2008].

More recently, by introducing the concept of volume fraction, the
standard SPH method was extended to simulate multiphase flow
[Ren et al. 2014; Yang et al. 2015], using a mixture model and
Helmholtz free energy. A wide range of multiphase flow phenom-
ena with rich visual effects were captured, including mixing, un-
mixing and extraction effects. Despite the impressive results, the
multiphase-fluid SPH framework can only model fluid flows and
the interactions between different fluids. It is possible to couple
the multiphase-fluid SPH framework with existing SPH solid sim-
ulators [Müller et al. 2004; Gerszewski et al. 2009; Zhu and Brid-
son 2005; Alduán and Otaduy 2011]. However, as the multiphase-
fluid SPH framework differs from the standard SPH method both
in the underlying variables and in the governing equations, a naive
coupling strategy requires major changes to be made to both fluid
and solid simulators. Different coupling schemes are needed for
specific multiphase fluid-solid interactions, making the task both
messy and problem-specific.

In this work we extend the multiphase-fluid SPH framework pro-
posed by [Ren et al. 2014; Yang et al. 2015] to cover solid phases,
including both deformable bodies and granular materials. Specifi-
cally, the distributions of all phases (fluids and solids) in the sim-
ulation domain are represented by their volume fraction functions.
The dynamics of the multiphase system are governed by the conser-
vation of mass and momentum within different phases. The consti-
tutive laws for different phases are all defined in the same form as
functions of the velocity fields. The interactions between different
phases are implicitly modelled in the constitutive laws which are
functions of the volume fraction fields. Our main contributions are
thus fourfold:

1. By extending the previous multiphase-fluid SPH framework
to incorporate solid phases, a truly multiphase SPH frame-
work is established, which supports the simulation of fluids,
deformable bodies, granular materials, etc.

2. The distribution and behaviour of all phases are modelled in
the same way using the same set of variables and the same
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5.4 Position Based Pattern

Using our energy driven multiple-fluid solver, the final stable states
can be intuitively designed by placing local minima of free ener-
gy functions at different positions in the energy plot or the Gibbs
triangle for two- or three-phase fluids respectively, as discussed in
§4.2. Helmhotz free energy functions are typically designed with
pre-settled final states which are user-defined constants. We extend
this design formulation to generate interesting visual patterns.

The key is to extend the traditional Helmholtz free energy to be
associated with position-controlled potential energy. In this way,
any desired patterns can be achieved. For example, gray images
can be straightforwardly considered to be mixtures of two phases
which are pure black and pure white. To simplify the numerical
analysis, we change Eqn (21) as follows:

F (c) = ↵
�
(c1 � s1)

2 + (c2 � s2)
2�. (35)

To generate a gray image pattern as shown in Fig.4 using the
multiple-fluid system, particles play the role of sampling points and
their stable states vary in space. For instance, in 2D, the stable state
of a particle at the position of (rx, ry) should relate to the gray val-
ue (sg, sg 2 [0, 1]) at the mapping coordinate (Rx, Ry) in the gray
image. We set s1 = sg, s2 = 1� sg .

Since the stable states vary in space, this would bring some nu-
merical effects to the NSCH equations. Substituting Eqn (35) to
Eqn (17), then Eqn (16) gives:

Dck
Dt

= r · (Mrµ̃k)� 2↵r · (Mrsk), k 2 {1, 2}, (36)

where µ̃k = 2↵ck�✏2r2ck+�(c), which is irrelevant to sk. If sk
is constant, the second term of the right side of Eqn (36) vanishes.
If sk varies in space as discussed above, this term matters. The
effect of this non-vanishing term in this section depends on how sk
is set in space and it can accelerate or slow the diffusion process
compared to previous vanishing cases. Since

P
k sk = 1, this non-

vanishing term accelerates the diffusion of some phases but slows
that of others. All in all, it steers phases to the final result resting in
desired patterns.

As shown in Fig.4, our extended method can also be used to ob-
tain colored patterns rather than just gray ones. To obtain colored
patterns, we assume there exist 4 different phases. The RGB color
(R,G,B) of each pixel in the image is used to represent the target
mass fraction:

s1 =
R
3
, s2 =

G
3
, s3 =

B
3
, s4 = 1� R+G+B

3
, (37)

where R,G,B 2 [0, 1]. With a generalization of Eqn (35), the
energy function can be chosen as:

F (c) = ↵
X

k

(ck � sk)
2, k 2 {1, 2, 3}. (38)

We only use c1, c2, c3 to represent colors. The numerical effects
are just the same as discussed previously.

Position based patterns are commonly observed phenomena e.g.,
water eutrophication and electrolyte solution. We provide a flexible
and reasonable approach to artistically control their behaviors.

Figure 5: Performance Comparison. From left to right, two liquids
(Red and Blue) mix and then unmix in a hourglass. All three im-
plements achieve similar results. Top: PBD based NSCH; Middle:
WCSPH based NSCH; Bottom: [Ren et al. 2014].

5.5 Chemical Reaction

Visualization of a chemical reaction can also be a practical exten-
sion of our method. Owing to the convenience of the mass fraction
representation, this phenomenon can be simply handled by adding
an in-particle re-balance step in every time step [Ren et al. 2014].
Since Helmholtz free energy is associated with phase variables, it
matters how we label the newly generated phases. In our experi-
ments, phases that take part in a chemical reaction as reactants are
considered to be within the same group, and each newly generated
phase is considered to be within a separate group. This labeling
simplifies the designing work for energy functions and prevents the
unexpected diffusions between reactants and products.

5.6 Boundary Condition

We use particles to represent anomalous boundaries. Thus, it is crit-
ical to prevent fluid particles penetrating and clustering. Akinci et
al. [2012] provided a versatile rigid-fluid coupling approach using
per-particle correction. We adopt this method in our SPH based im-
plementation. However, as discussed in the work by Macklin et al.
[2014], there are no explicit pressure forces existing in the original
PBF. To solve this problem, we treat the boundary-fluid pressure
and friction forces computed according to Akinci et al. [2012] as
part of external forces in our implementations. Typical penetrat-
ing and clustering problems can be avoided in our experiments as
shown in all examples.

Boundary particles do not take part in the phase diffusion process.
No boundary particles are considered in line 9 of Alg.1 where E-
qn.(16) is applied. This no-flux boundary conserves both the total
and phases’ masses.
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